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Abstract. Cybersecurity incidence response is an important building block for 

the safe operation of vehicles over their lifetime. The systems in need of protec-

tion within the vehicle are vulnerable to attacks over the internet. The strict safety 

requirements, complexity and large number of vehicle variants on the other hand 

lead to the issue, that in the case of a discovered vulnerability, developing an 

update fixing said vulnerability will take a long time – most likely making dam-

age by attacks a certainty. 

Within this paper, we show mechanisms to speed up the incidence response. For 

this reason two new levels of responses are proposed, which allow a reaction 

within minutes without impairing the requirement of safe and reliable operation.  
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1 Introduction and Motivation 

Today’s vehicles have already different online connections: For instance, infotainment 

systems often include navigation with real time traffic, online maps, smartphone con-

nections, as well as audio- and video streaming. Besides these non-security-critical con-

nections, modern high-class cars are using online connection for unlocking, summon-

ing or updating the car. To prevent drivers and environment from the risk of cyber-

attacks as shown in the well-known jeep hack, United Nations (UN), ISO/SAE and the 

NHTSA, are increasing their focus on vehicle cyber-security, which indicates that it is 

not only important for product quality from OEMs, but rather for well-being of humans. 

As a result the “UN Task Force on Cyber security and OTA issues (CS / OTA)” [6] 

defines a cyber-security management and monitoring system with incident response as 

a necessary part of a cybersecurity system. 

This results in the need for an Automotive Cyber Defense Center (ACDC) [4], which 

is responsible for secure operation of their cars. The most important building blocks of 

an ACDC are Security-Sensors within the cars, a security information and event man-

agement (SIEM), a security operation center (SOC) and the incident response. First 
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OEMs [3] and TIER1 [1] supplier have presented cyber-security systems with intrusion 

detection systems. 

Within this paper, we focus on the incident response for operation of vehicle fleets. 

In IT-Systems for this topic, there exists security incidence response teams [5]. One of 

the major activities of these SIRT is the planning and enrolling of the reaction to an 

incidence. These reactions are mostly (i) reconfiguration of firewalls, proxies, forward-

ing rules etc. pp., (ii) deactivating of services and (iii) applying patches. 

It may be obvious, that such kind of changes within a complex IT System need to be 

planned and executed carefully to not cause any collateral damage. Subsequently the 

response by an automotive SIRT within a fleet of millions of different vehicles seems 

to be a challenging topic. Within this paper, we like to discuss basic concepts and tech-

niques for applying a security response to a vehicle fleet. With respect to the safety 

critical applications, the inhomogeneous character of cars internal IT infrastructure and 

the long period of maintenance the existing response strategies known from e.g. data 

centers or mobile phones need to be adapted or enhanced.  

2 Requirements for an automotive incident response 

mechanism 

The US National Institute of Standards and Technology defines in the Computer Secu-

rity Incident Handling Guide (SP 800-61) [7] four phases of incident handling. These 

are  

1. Preparation 

2. Detection and Analysis  

3. Containment, Eradication and Recovery  

4. Post-Incident Activity.  

These phases are certainly applicable for the incident response (IR) for a vehicle fleet 

but the content and the responsibility need to be redefined.  

One of the boundary conditions is that an update of security measures on vehicle 

level has consequences on fulfilling safety and legal requirements on a vehicle [1]. 

Subsequently any changes on behavior at vehicle level are equivalent to a software 

update. That means that there will be different planning loops according to the Handling 

Guide. At least one for measurements within the vehicle and one for measurements on 

backend side.  
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Fig. 1. Incident response life cycle as described by NIST [7] 

In the following, we concentrate on the inner cycle of the planning loop. That is “(2) 

Detection and Analysis” and “(3) Containment, Eradication and Recovery”. More spe-

cific we propose possible technics beside an ordinary software update. We expect to 

have more and faster mechanism to response to an incidence that limits and reduces 

possible impacts to vehicles. 

3 Potential stages for Responses 

The response loop for backend server applications might be a well-known task. 

However, what about the response for services or software running inside the vehicles? 

Mostly the response for Internet of Things / IoT applications is described as a software 

update (Over The Air update / OTA). Nevertheless, the creation of a software update 

for vehicles and its roll out is complex and takes some time. We estimate the creation 

and roll out of software updates because of vulnerability in the range of months, may 

be some weeks. However, this time seems to be too long for reacting on incidents in 

comparison to the remaining IT-Industry. 

We assume that it should be possible to give first responses on incidents in the range 

of minutes or hours. Nevertheless, it is also clear that within this short time range there 

could be no complex systematic answers. For this reason, we propose to have different 

response levels (Fig. 2).  

1. Level – Immediate response: Containment of attacks and risk limitation for individ-

ual vehicles  

2. Level – Intermediate response: Recovery of system behavior by isolating or deac-

tivating affected services, reconfiguration of network and security rules 

3. Level – Long-term response: Eradication of vulnerabilities, Bug fixes to prevent fu-

ture attacks 

New in this context for vehicular applications are the first and second level. These 

levels are introduced to reduce the response time for incidents. To achieve the goal of 
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faster response with concurrent need for stable and safe operation of vehicles the vali-

dation and execution of measures need to be adjusted.  

 

 

Fig. 2. Three levels of response: Containment, Recovery and Eradication 

3.1 First Level 

For the first level, we propose to inform the vehicles about an observed threat level and 

let itself decide how to deal with this information. In this case, the planning of any 

reaction will be done in the development phase of the vehicle. We assume that it is 

possible to set some safe fallback states that a vehicle can go for different threat levels. 

May be untrusted services are disabled, feature updates are postponed or services with 

external communication paths are disabled.  

The vehicle fleet is monitored passively in this case. That means only data or events 

from the vehicles that are provided by default will be used for observation. 

We assume that this notification to vehicles can be at least prepared full or semi 

automatically or on a defense center depending on the notified threat level and the num-

ber of informed vehicles. However, since there are no changes in the vehicular system 

the stability and safety of vehicle functionality is not effected. In conclusion, these re-

sponses can be sent within seconds after detection of possible attacks.  

3.2 Second Level 

In contrast to first level, we propose for second level to not only inform the vehicles 

about an observed threat but also pass some new system configuration. From the log 

analysis, one can identify which services or system element (e.g. which ECUs) may be 
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affected. The new configuration shall than only deactivate the affected services or iso-

late a system element. This provides more flexibility than first level actions and less 

time than third level actions. Looking into the E/E-architecture development trends for 

upcoming vehicle generations we can describe one example realization of a second 

level response. Modern vehicles will have vehicle centric E/E-architectures with a do-

main or zone-based grouping of embedded ECUs [8][9]. The most computational 

power will be concentrated in the vehicle centric computing unit. By introducing a high-

availability cluster of several ECUs instead of a single computing unit a more flexible 

service orchestration is possible. In automotive systems, the AUTOSAR Adaptive Plat-

form for example, uses a service-oriented architecture and allows dynamic service dis-

covery [10]. This can be utilized to orchestrate services in several ways depending on 

the operation mode of the vehicle [11]. One scenario for second level response could 

be to dynamical reconfigure the orchestration mode. This aims to provide driving abil-

ity along with as much other functionalities as possible. The incident response team 

needs to determine possible weak spots from the security sensor events. Based on these 

they can create restrictions for the service orchestration that are passed to vehicle or-

chestrators. Potentially insecure services are deactivated and other services are isolated 

in a trusted environment. Therefore, services in the vehicle centric computing unit shall 

not be bound to a specific hardware but should be portable across several ECUs. This 

can be achieved by creating containerized applications for each service and using a 

cluster as a computing platform. To use container in a mixed criticality system such as 

the automotive domain, is only possible with the support from the operating system 

[12]. The most popular open source cluster framework is Kubernetes which has a light-

weight implementation that is viable for embedded devices such as automotive ECUs 

[13]. Kubernetes provides the possibility to create a customized scheduler that starts 

and stops applications and assigns them to ECUs. A second level response of this kind 

depends on such a configurable scheduler. 

4 Discussion and Outlook  

Within this paper, the problem of incidence response to vehicles is discussed. The cur-

rently commonly promoted response in form of software updates takes too much time 

and is complex in planning, creation and roll out. To overcome these limitations two 

new level of response are proposed to make a response faster, scalable and easier to 

handle.  

We think that for both new levels –Information and Reconfiguration- there exists 

methodologies within the vehicle software that can support such kind of response. The 

given examples include the switch between different vehicle states with different be-

havior. In addition, the partial deactivation of services is used e.g. for obtaining addi-

tional time for a long-term solution. It needs to be emphasized, that an interaction with 

manufacture backends is commonly new for vehicles.  

We try to give an impulse to think more about incidence response in the planning 

phase of connected vehicle software architectures. The methods, technics and tools are 

available and just need to be included within future architectures.  
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