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Abstract—Vehicular on-board communication is the basis for
advanced driver assistance, autonomous driving, over-the-air
updates, and many more. If unprotected, this infrastructure is
vulnerable to manipulation and various attacks. As any net-
worked system, future connected cars require robust protection,
monitoring, and incidence management against cyber-attacks
during their lifetime. We demonstrate an infrastructure that
secures the in-vehicle communication system and enables the
security management of an entire vehicle fleet. Our prototype—a
real-world production car—uses an Ethernet backbone network.
It implements protective measures using software-defined net-
working, anomaly detection technologies, and is connected to
a cyber defense center in the cloud. We demonstrate how this
combination can reliably detect and mitigate common attacks on
the vehicle—including its legacy components.

Index Terms—Automotive, Networking, Security, IDS, SDN,
Network Anomaly Detection, Cloud Defense Center

I. INTRODUCTION

Ethernet-based In-Vehicle Networks (IVNs) are the future
of vehicle on-board communication. They are the basis for
new technologies such as IoT services, Over-the-Air (OTA)
updates, advanced driver assistance systems and even au-
tonomous driving. Current IVNs are vulnerable to manip-
ulation by third parties, which has been shown in cyber-
attacks in the field [1]. There are a multitude of interfaces
for accessing devices in the car [2]. Manipulation of the
IVN and its Electronic Control Units (ECUs) can impair the
safety of the vehicle and thus even harm passengers. New
regulations and guidelines demand features such as monitoring
and incident management/response for the entire lifecycle of
future vehicles [3], [4]. Multi-sided measures are therefore
required to secure the safety critical IVN infrastructure.

In this work, we demonstrate a prototype of an IVN that
enables protection, monitoring, detection, incidence manage-
ment, and countermeasures in a real production car. The
implementation uses Software-Defined Networking (SDN),
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(a) 2016’ Seat Ateca prototype (b) Installation in the trunk

Fig. 1: Pictures of the prototype and installed components

Anomaly Detection (AD), secure gateways, hypervisors, dy-
namic orchestration of applications and cloud services.

The following shows the installed components in our proto-
type vehicle (Section II), describes the showcases (Section III),
and concludes this work (Section IV).

II. PROTOTYPE

Our prototype builds upon a Seat Ateca shown in Figure 1a.
The ECUs of the car are grouped into five functional domains
with one CAN bus per domain. Functions based on informa-
tion from different domains require messages transferred from
one domain to another via a central gateway.

We added an Ethernet zone-architecture by splitting the
original domain CAN busses into four zones (front left, front
right, rear left, rear right). In each zone, a Zone Controller (ZC)
acts as a gateway between an Ethernet backbone and the CAN
devices that are in its physical vicinity. We introduce addi-
tional native Ethernet communication such as high-resolution
cameras sending raw camera images. Figure 1b shows our
components installed in the trunk of the car and Figure 2 shows
a conceptual drawing of our security infrastructure.

One exemplary ZC implements anomaly detection on CAN
messages based on the timing specification of all CAN mes-
sages. For the separation of different domains on the zone
controller itself, a hypervisor is used. Violations of the CAN
message specification are reported via the Ethernet backbone.
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Fig. 2: Vehicle security infrastructure components

The Ethernet backbone consists of an OpenFlow-capable
switch, which is divided into two virtual Open vSwitch in-
stances (front, rear). An SDN controller controls the forward-
ing of frames in the flow tables of the network devices [5].
This enables precise access control on the network. Any
mismatched frames are forwarded to the SDN controller,
which can then decide to install a new flow rule or report
the incident. Each Open vSwitch instance has a mirror port
that mirrors all incoming traffic.

A Network Anomaly Detection System (NADS) monitors
each mirror port. Each NADS uses machine learning to
fingerprint the behavior of individual flows. Violations of the
learned flow behavior are reported to the SDN controller and
the cloud infrastructure.

Our Automotive Cyber Defense Center (ACDC) uses a
cloud infrastructure to monitor the cybersecurity of large
vehicle fleets and carry out incidence responses [6]. IoT Edge
technologies allow the security management of each vehicle.
By monitoring a vehicle fleet, attacks can be detected through
the correlations of anomalies between multiple vehicles that
cannot be detected by a single vehicle. The state of a vehicle’s
IT-infrastructure is monitored with security sensors in the car,
e.g. CAN AD, NADS, and SDN. Security actuators enable the
mitigation of attacks on vehicles, e.g. through network recon-
figuration by the SDN controller or firewall reconfiguration.

Introduction of service-oriented architectures in automo-
tive systems forms the basis for dynamic orchestration of
applications as a security actuator mechanism. Three high-
performance controllers connected to the Ethernet backbone
are setup as a Lightweight Kubernetes (K3s) cluster. A master
node allocates, and schedules containerized applications on
computation nodes (slaves). In combination with an intrusion
detection system the master monitors health and state of slaves
and can change allocation of applications.

III. SHOWCASES

Individual showcases illustrate the capabilities of the proto-
type and demonstrate aspects of the implemented mechanisms.

a) Manipulation on CAN bus: In the first showcase an
attacker injects messages on a CAN bus connected to the ZC

with anomaly detection. The ZC prevents the forwarding of
the messages to other busses or the backbone and reports the
incident to the ACDC.

b) Injection of unknown flows: This showcase demon-
strates the protection of network infrastructure through
software-defined separation of flows. A compromised network
node tries to communicate via the backbone with flows that
are unknown to the network. They are therefore not forwarded
by the network devices and instead forwarded to the SDN
controller. Incidents are reported to the ACDC.

c) Manipulation of known flows: In this scenario, the
attacker knows which flows are forwarded via the software-
defined backbone. A compromised node communicates with
traffic that is defined in an established flow and is forwarded
over the network. The NADSs connected to each virtual switch
instance observe this specific flow and raise reports of detected
anomalies. Each incident is forwarded to the SDN controller
and the ACDC.

d) Incidence management in the cloud: Notifications
from security sensors trigger observation alarms in the ACDC.
If an incident is observed a defense center personal decides to
put the reported vehicle into a secure mode. The enforcement
of this secure mode within the vehicle is performed by the
security actuators. For example, the SDN controller switches
the network to a secure mode where only mandatory flows are
permitted in the network.

e) Dynamic (re-)orchestration of applications: The last
case shows a response on unavailable or compromised nodes.
A node of the K3s cluster gets compromised. In response,
two security actuator actions can change the allocation of
applications on slaves. The first action reallocates applications
from one slave to another. The second action stops and deletes
a set of applications without reallocating them.

IV. CONCLUSION

Our demo showcases illustrate how a security infrastructure
based on SDN, AD technologies, secure gateways, dynamic
orchestration of applications, hypervisors and cloud services
can enable protection, monitoring, detection, incidence man-
agement, and response for vehicles and entire fleets.
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